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Abstract — Providing Quality of Service (QoS) and traffic
engineering capabilities in the next generation multi-service
networks is essential, especially to support the requirements
of real-time applications. Multi-protocol Label Switching
(MPLYS) is rapidly emerging technology, which plays a key
role in next generation networks by delivering QoS and
traffic engineering features. MPLS dramatically improves
the performance and scalability of backbone networks,
enabling service providers to have the capability to extend
service differentiation using MPLS Differentiated Services
(DiffServ) techniques. This paper discusses the MPLS
DiffServ integration to achieve QoS on MPLS networks and
the MPLS traffic engineering to improve backbone
efficiency independently of QoS. The following simulation
study is an effort to evaluate how well MPLS traffic
engineering and QoS can improve the performance of
today’s networks, and identify opportunities for
improvement, and development of new mechanisms to
ensure the provision of traffic engineering, as well as QoS
features in future networks.
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I. INTRODUCTION

The telecom industry has arrived at a critical juncture —
one of significant challenge but also one of great
opportunity. Two new initiatives — Multi-Protocol Label
Switching (MPLS) and Differentiated Services (DiffServ)
— are emerging to provide operators the tools to deliver
sophisticated traffic engineering and management
functionality, implement class and quality of service, and
provision secure data virtual private networks (VPNs)
across IP backbones.

The current trends within the public network point to
clear challenges for today's competitive carriers. Service
providers must account for a network that, if not now,
very soon will be dominated by packets and IP - from the
customer premises to the network's core. If service
providers are to ensure network performance, availability
and scalability, they must have the ability to engineer and
manage the traffic end-to-end. The current
internetworking paradigm of the core public network,
based upon the interior gateway protocol, can carry the
industry no further.

But as with every challenge, there is opportunity. New
IP-based technologies for supporting integrated voice,
video and broadband data services over a single link are
providing competitive carriers the opportunity to
aggressively attack new markets and meet the needs of
the underserved small and medium-sized business
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markets. The latest generation of integrated, multi-service
access products clearly is optimized for the new IP world
order. However, to deliver a comprehensive and
competitively priced set of services, carriers must be able
to manage Quality of Service (QoS). MPLS DiffServ
integration and MPLS traffic engincering are ideally
suited to meet these needs.

BH Telecom is experiencing dilemma with next
generation IP/MPLS network today [1]. The paper
focuses on emphasizing how MPLS DiffServ integration
and MPLS traffic engineering dramatically improve the
performance and scalability of service provider’s and
carrier’s backbone using Network Simulator (ns-2).

Section 2 provides a review of the key technology
components of QoS in IP/MPLS networks and focuses on
the theoretical concepts behind MPLS support of
DiffServ architecture. Section 3 presents a review of how
MPLS traffic engineering can help address the network
congestion. Simulation model presented in section 4 was
chosen to demonstrate the concepts introduced in the
previous two sections. Simulation study is divided into
two parts. Simulation part of MPLS DiffServ support is
discussed in section 5. Section 6 presents the simulation
part of MPLS traffic engineering. Section 7 concludes
this paper.

IL. QUALITY OF SERVICE IN MPLS NETWORK

The primary benefits of the MPLS architecture are its
protocol independence, its ability to leverage QoS
offerings and its sophisticated, domain-level traffic
engineering facilities. Although the MPLS specification
does not directly include tools for managing QoS, the
intrinsic characteristics of the networkwide traffic flows
for the labeled switch path (LSP) provide a strong
foundation for delivering QoS.

MPLS does not define new QoS architectures.
Currently, MPLS provides support for DiffServ, while
MPLS support for IntServ remains undefined [2]. With
the MPLS DiffServ combination, network operators can
prioritize traffic and provision network bandwidth to
deliver toll-quality voice and video «calls, truly
differentiated data services and service level agreements
(SLAs). Together, MPLS and DiffServ provide a scalable
QoS solution for the core of the network.

A. MPLS support of DiffServ

MPLS supports DiffServ with minimal adjustments to
the MPLS and DiffServ architectures. The key elements
of the DiffServ architecture are illustrated in Fig. 1.
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Figure 1.

MPLS does not introduce any modifications to the
traffic-conditioning and per hop behavior (PHB) concepts
defined in DiffServ. A label switching router (LSR) uses
the same traffic-management mechanisms (classification,
metering, marking, policing, shaping, congestion
management, active queue management, fragmentation/
interleaving, and header compression) to condition and
implement the different PHBs for MPLS traffic [3].
MPLS network may use traffic engineering to
complement its DiffServ implementation.

With respect to DiffServ, the objective of MPLS is
simply to allow the exact same DiffServ service to be
transparently offered to end users when all or parts of the
network run MPLS. In an IP network, DiffServ core
routers identify the PHB to apply to a given packet by
looking at the Differentiated Services (DS) field in the IP
header.

There are two basic problems for MPLS support of
DiffServ. First, the Differentiated Services Codepoint
(DSCP) is carried in the IP header, but the LSRs only
examine the label header. Second, the DSCP has 6 bits
but the EXP field has only 3 bits [4].

There are two solutions defined in to remedy these two
problems [5]:
e EXP-Inferred-PHB Scheduling Class (PSC) LSP
(E-LSP)
e Label-Only-Inferred-PSC LSP (L-LSP).

EF and AF1
Packets Go onto Same E-LSP

EF and AF1 Queue Selected Based
on EXP Value (and Possobly Label)

Figure 2. E-LSP Example for EF and AF1
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B. EXP-Inferred-PSC LSP (E-LSP)

Traffic from up to 8 PHBs, which can span multiple
DiffServ classes, can be carried on a single E-LSP. The
mapping between the EXP values and the PHBs relies on
a preconfigured mapping, but this mapping can also be
explicitly signaled at LSP establishment. The router's
selection of both the queue and, where applicable, the
drop precedence depends on the EXP field [6]. The
advantages of E-LSP are that 8 PHBs per LSP are
supported, thus reducing the number of labels required.
The disadvantage is that, although 8 PHBs can be
supported, DiffServ actually supports up to 64 PHBs and
cannot be implemented when the shim header is not used
[7]. The use of an E-LSP to transport traffic from the
Expedited Forwarding (EF) PHB and from the Assured
Forwarding (AF1) class is illustrated in Fig. 2.

C. Label-Only-Inferred-PSC LSP (L-LSP)

L-LSP carries only a single DiffServ class (Default,
EF, or AF class). L-LSP determines the PHB of a packet
from both the Label and EXP fields. The router selects
the queue from the label. The EXP field is used only
when applicable to select the drop precedence [6]. The
advantages of L-LSP are that it can support an arbitrarily
large number of PHBs in excess of 64 and can use
multiple paths for different PHBs via traffic engineering.
The disadvantages of L-LSP are that it consumes more
labels and is more difficult to configure [7]. Use of two
L-LSPs for separate transport of traffic from the EF PHB
and from the AF1 class is illustrated in Fig. 3.
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Figure 3. L-LSP Example for EF and AF1
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TABLE L.
DIFFERENCE BETWEEN E-LSP AND L-LSP
E-LSP L-LSP
PHB is determined from label
PHB is determined by EXP bits and EXP/CLP (Cell Loss

Priority) bits, or from label

Additional signaling need not to PSC is signaled as long as LSP

required setup

; Label-PHB mapping should be
Ecp-LHE mafg sould be signaled. EXP/CLP-PHB
configured

mapping is well known

Shim or link layer header may

Shim header is needed be utilized

No more than eight PHBs per One PHB per LSR except for
LSP AF and PSC per LSR for AF

According to the bandwidth
reservation, the bandwidth is
shared by set of transported
PSCs

According to the bandwidth
reservation, the bandwidth is
pre-PSC

D. Implementation Issues

As illustrated in Fig. 4, at the boundary between the 1P
and MPLS network, the Label Edge Router (LER) first
identifies the PHB to apply to an incoming IP packet and
then seclects the outgoing LSP based on the packet
destination and, possibly, on the PHB. Finally, the LER
sets the EXP field to indicate the PHB to be applied.
When the LER identifies the PHB to apply to an
incoming packet, it relies on a traffic classification stage
similar to the one described in the context of DiffServ for
IP. Hence, the PHB may simply be derived from the
content of the DS field in the received IP header or may
be based on any other field in the IP header. Even though
the way to convey the PHB to a router is different in an
MPLS network compared to an IP network, the actual
PHBs applied are strictly the same. They can be
instantiated via the exact same packet scheduling and
active queue management mechanisms. No MPLS-
specific scheduling mechanism is involved in supporting
DiffServ over MPLS. Consequently, a pure DiffServ
service supported over an MPLS cloud is
indistinguishable from the DiffServ service supported
over an [P network [6].

Table 1 shows the comparison between E-LSP and L-
LSP [8]. Production deployment of DiffServ over MPLS
today uses E-LSPs with preconfigured mapping between
EXP values and PHBs. This allows for very simple
deployment in the core with very smooth introduction,
because no re-signaling of LSPs is required when
deploying DiffServ. This involves only reconfiguring the
PHBs on routers so that they can classify packets based
on the EXP values in the MPLS header to apply the
necessary PHB. L-LSPs may be used in the future, if and
when more than eight PHBs are needed in the MPLS
core.

MPLS Diff-Serv Domain

IP Diff-Serv Domain
DS Figld

Data I
S
MPLS Header
X
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(T} Identity PHB to apply 1 ing packet (e.g., based on DS field) @ @
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(3) Mark the EXP fiskd to reflectthe PHB

Figure 4. DiffServ Label Edge Router
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I11. MPLS TRAFFIC ENGINEERING

MPLS networks can use native traffic engineering
mechanisms to minimize network congestion and
improve network performance. Traffic engineering
modifies routing patterns to provide efficient mapping of
traffic streams to network resources. This efficient
mapping can reduce the occurrence of congestion and
improves service quality in terms of the latency, jitter,
and loss that packets experience. Historically, IP
networks relied on the optimization of underlying
network infrastructure or Interior Gateway Protocol (IGP)
tuning for traffic engineering. Instead, MPLS extends
existing IP protocols and makes use of MPLS forwarding
capabilities to provide native traffic engineering. In
addition, MPLS traffic engineering can reduce the impact
of network failures and increase service availability [9].

MPLS traffic engineering brings explicit routing
capabilities to MPLS networks. An originating LSR can
set up a traffic engineering LSP to a terminating LSR
through an explicitly defined path containing a list of
intermediate LSRs. IP uses destination-based routing and
does not provide a general and scalable method for
explicitly routing traffic. In contrast, MPLS networks can
support  destination-based and  explicit  routing
simultaneously. MPLS traffic  engineering uses
extensions to Resource Reservation Protocol (RSVP) and
the MPLS forwarding paradigm to provide explicit
routing. These enhancements provide a level of routing
control that makes MPLS suitable for traffic engineering.

MPLS traffic engineering also extends the MPLS
routing capabilities with support for constraint-based
routing. IGPs typically compute routing information
using a single metric. Instead of that simple approach,
constraint-based routing can take into account more
detailed information about network constraints, and
policy resources. MPLS traffic engineering extends
current link-state protocols to distribute such information.
Constraint-based routing and explicit routing allow an
originating LSR to compute a path that meets some
requirements (constraints) to a terminating LSR and then
set up a traffic engineering LSP through that path.

MPLS traffic engineering can be useful in networks
where links are running close to capacity. Using MPLS
traffic engineering can help utilize the bandwidth
available in non-shortest paths. MPLS traffic engineering
might not be needed if the links have low utilization.
Even in networks in which some links are running at
capacity, though, MPLS traffic engineering can be useful.
MPLS traffic engineering can help redirect traffic in the
network, resulting in better utilization and lower traffic
loss [7].

V. SIMULATION

A. Simulation Aims and Environment

The central idea behind the architecture described in
the previous sections is MPLS DiffServ integration to
achieve QoS on MPLS networks and the MPLS traffic
engineering to improve backbone efficiency. This section
attempts to demonstrate these concepts by performing a
simulation using ns-2. It is an event-driven network
simulator targeted at networking research [10]. The
software version used in this simulation study is ns-2.26
with MPLS Network Simulator (MNS 2.0).
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B. Simulation Setup and Details
Simulation study is divided into two parts listed below:
e  Simulation part of MPLS support for DiffServ
e  Simulation part of MPLS traffic engineering

The simulations are based on the common topology
(Fig. 5) in both simulation parts. The network consists of
four IP nodes and five MPLS nodes. NodeS0O and nodeS1
act as the source node, while nodeDO and nodeD1 act as
the destination node. The nodes 1, 2, 3, 4, and 5 represent
MPLS LSRs. All links were set up as duplex with 10 ms
delay and using CBQ (Class Based Queuing) except the
links between IP nodes and MPLS LSRs using DropTail
Queuing. The link data rate is shown in Fig. 5 with all
links of a capacity of 1 Mbps except the links between IP
nodes and MPLS LSRs with link capacities of 2 Mbps.

To understand the behavior of different types of
traffic under various network conditions, the performance
metrics of Transmission Control Protocol (TCP) flows as
well as User Datagram Protocol (UDP) flows were
measured and compared. TCP flows were used mostly for
the shortest transmission and normal data flow whereas
UDP was used for voice and video flows. File Transfer
Protocol (FTP) traffic genecrators are attached to TCP
agent. The maximum size of a packet that a TCP agent
can generate is 500 Byte. Constant Bit Rate (CBR) and
Exponential (EXP) traffic generators are attached to UDP
agents. EXP agents are configured to generate 200 Byte
voice packets, while CBR agents are configured to
generate 1000 Byte video packets.

V. SIMULATION PART OF MPLS SUPPORT FOR
DIFFSERV

In this section, the simulation was chosen to illustrate
the improved performance brought by MPLS plus
DiffServ to achieve the desirable QoS. To demonstrate
this capability, different scenarios were setup to
demonstrate the better performance by implementing
comparison between no DiffServ and MPLS, DiffServ
without MPLS, DiffServ and MPLS but single path, and
DiffServ and MPLS with multi-path, respectively.

To analyze and evaluate the performance impact of
mixing TCP and UDP traffic, the simulations were run in
three series with three different sending rates of both
CBRO and CBRI1 traffic generators. The overall sending
rate of both CBR traffic generators for each series is 60%,
80% and 100% of the network bandwidth. The idea is to
dramatically increase overall CBR traffic and to analyze
its impact on the behavior of FTP1 traffic flow in four
different network environments.

The output trace file from the simulation is used to
measure the performances of the network such as:
throughput, delay, jitter and packet loss ratio (PLR).
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A. Simulation Results and Analysis

The simulation results clearly show that pure IP
network only provides best effort service for FTP1 flow.
All traffic flows, destinated to nodeDO, are mixed in the
same link between node 1 and node 4 and exceed its
capacity, while the alternative links are under-utilized.
The congestion is occurring within the network when
both CBR traffic generators increase their sending rate.
Packets from link get dropped and delayed as buffers
overflow because the resources in the network cannot
meet all traffic demands.

The average throughput of FTP1 flow decreases in IP
network environment according to the increase of CBR
traffic. Fig. 6 shows that FTP1 flow is getting negatively
affected on significant increase in CBR traffic. This is
because of the nature of the TCP source. A TCP source
undergoes congestion control phase when it senses
congestion in the network. UDP has no congestion
control and does not respond to it. As a result, it remains
its traffic rate as before.

Fig. 6 shows clearly that DiffServ without MPLS
scenario has not the advantage over the IP network in
terms of throughput of FTP1 flow. The reason why the
DiffServ IP network does not show any impact on
improving throughput of FTP1 flow is due to the
DiffServ-enable node wusing the priority queue
mechanisms. It starves the FTP traffic by allowing them
to have only a small amount of link capacity.
Consequently, the throughput of FTP1 flow in DiffServ is
lower than in the IP only network.

The integration of MPLS and DiffServ can be done in
two ways. In the first method, the traffic flows is routed
through a single LSP, this is called E-LSP. Another
method is to combine DiffServ with MPLS by adopting
separate LSPs for each traffic class. This mechanism is
called L-LSP. In third scenario, MPLS supporting
DiffServ is introduced to transfer mixing FTP1 and
CBRI1 flow by a single path. In this stage, E-LSP is used
to forward the flows from nodeS1, along with LSR2,
LSR3 and LSR4, to nodeDO0. The result of integration for
MPLS and DiffServ, which is achieved by using only a
single LSP for flowing both FTP1 and CBRI traffic is
better compared to the previous two scenarios.

In the fourth scenario, FTP1 and CBRI1 flows are
supported with MPLS and DiffServ in multi-path. In this
case, L-LSPs are configured, where CBR1 is assigned as
the EF flow and the FTPI is assigned as the AF flow.
CBR1 flow travels from nodeS1, along with LSR2, LSR1
to LSR4, to nodeD0O. FTP1 flow travels from nodeSl1,
along LSR2, LSR3, to LSR4, to nodeD0. Fig. 6 shows
that when separate LSPs are used for routing different
traffic flows, FTP1 throughput remains unaffected by the
level of CBRI traffic since each type of traffic follows
separate MPLS paths. This configuration provides better
throughput for FTP1 flow than cases where MPLS and
DiffServ are used in the mechanism of E-LSP.

Fig. 7 demonstrates the packet loss ratio of FTP1 flow
recorded in four different scenarios. When the first packet
reaches the bottleneck packets are forced to queue in the
buffer. The buffer queue becomes full quickly when the
CBR traffic generators send packets at a specified rate.
The packets start to drop when the router simply cannot
handle the large amount of traffic, which results in the
buffer overflowing.
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The overall performance of the network in terms of
delay is benefited by introducing DiffServ approach. Fig.
8 shows that DiffServ approach reduces the average delay
of FTP1 flow. DiffServ associated with MPLS configured
by E-LSP additionally reduces the average delay of FTP1
flow. When DiffServ and MPLS are used in the
mechanism of L-LSP, FTP1 flow experiences higher
average delay than cases where MPLS and DiffServ are
used in the mechanism of E-LSP. Improving the
throughput of FTP1 flow in L-LSP causes congestion at
LSR4 and negative impact on the average delay of FTP1
flow. The high delay for the FTP1 flow is because the
low priority queue, which becomes full quickly as
packets have to wait for the high priority queue to finish
sending premium data first.

The jitter curve of FTP1 traffic flows is shown in Fig.
9. Average jitter of FTP1 flow behaves similar to the
average delay, since it represents variation in the delay.

As a result, we can draw the conclusion from
experiment that E-LSP and L-LSP can be used in the
different network topology. Since the E-LSP just supports
one single LSP only, it is a better choice when there is a
LSP, which can fulfill the demand of all data flows that
want to traverse through the network. On the other hand,
if there does not exist a kind of path that can provide the
desirable service, L-LSP is a solution for it compared
with E-LSP. L-LSP demands the complicated establish
processing and network maintain. Meanwhile, it is rather
a practical mechanism which should be applied in the real
network since it provides the dynamical function to setup
an LSP to fulfill the demand of data flows completely.
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VI. SIMULATION PART OF MPLS TRAFFIC
ENGINEERING

In this section, the simulation was chosen to
demonstrate the ability of MPLS in providing traffic
engineering. To demonstrate this capability, the
simulations were setup using constraint-based routing
capability of the MPLS model. The statistics of all traffic
flows with different bandwidth requirement were
compared from two scenarios. In first scenario, LSPs are
set up in the increasing importance order. In second
scenario, LSPs are set up in the decreasing importance
order. It is shown that the set up order of LSPs has
important impact on the performance metrics of all
network traffics.

MPLS-based fast rerouting algorithm proposed by
Haskin is introduced in both scenarios. This fast rerouting
scheme helps DiffServ networks by allowing continuous
data flow even in the presence of link failures in the
network. Simulation results concern the throughput of
generated control packets.

A. Simulation Results and Analysis

The importance order of LSPs means that the LSPs are
sorted one by one, starting form high priority LSPs. For
LSPs with the same priority, it means that LSPs are
sorted in the order of decreasing bandwidth requirement.

In first scenario, the LSPs are set up using constraint-
based routing in an increasing importance order, and the
traffic started right after its LSP was set up. The path
setup and performance metrics of all network traffics are
illustrated in Table 2.
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Figure 7. Packet Loss Ratio of FTP1 traffic flow
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[image: image6.jpg]Constraint-based routing computes routes that are
subject to constraints such as bandwidth and
administrative policy. The LSPs use the shortest path that
satisfies all the constraints. Because constraint-based
routing considers more than network topology in
computing routes, it may find a longer but lightly loaded
path better than the heavily loaded shortest path. Network
traffic is hence distributed more evenly [11].

In first scenario, the EXP1 traffic uses the shortest path
2 5, while CBRO uses the longest path 1 3 5 4. Since
the EXP1 traffic takes the shortest path, it has the best
performance metrics in comparison with other traffic
flows, which includes the lowest average delay, jitter and
packet loss ratio. Even the CBRO traffic uses the longest
path, its performance metric is better then the CBRI1
traffic's one. It is the result of simulated link failure and
fast rerouting capability applied to CBR1 traffic flow.

MPLS rerouting is cnabled as a pre-established
Explicitly Routed Label Switched Path (ER-LSP) called
the protection-LSP (2_1 3 4). The rerouting algorithm
being followed is the one proposed by Haskin [12]. Here,
the LSR2, LSR3 and LSR4 along the working-LSP
frequently check for link failures in any of its interfaces
and if link failures happen, they route the traffic through
the preconfigured protection-LSP. The rerouting of CBR1
traffic has the negative impact on performance metric of
both FTPO and FTPI1 traffic flows. The congestion
happens at node LSR4 causing that congestion-
unresponsive (CBR1) flow affects the congestion-
responsive (FTPO and FTP1) flows.

In second scenario, the LSPs are set up using
constraint-based routing in a decreasing importance
order, and the traffic started right after its LSP was set up.
The path set up and performance metrics of all network
traffics are illustrated in Table 3.

The CBRO traffic uses the shortest path 1 4, while
EXP1 uses the longest path 2 1 3 5. Since the CBRO
traffic takes the shortest path, it has the lowest average
delay and jitter compared to other traffic flows. The link
failure and the CBRI1 traffic rerouting using the same
preconfigured protection-LSP as in first scenario were
simulated. As a result, CBRI1 traffic rerouting has
negative impact on both EXPO and EXP1 traffic
performance metrics beside the influence of LSPs set up
in decreasing importance order. Both the EXPO and
EXP1 traffic flows are negatively affected in terms of
packet loss ratio, which is higher compared to the first
scenario.

By comparing the relationship between the two
performance summary tables, there is a clear indication
that the decreasing importance set up order of LSPs has
better impact on the performance metrics of all network
traffics. It is confirmed by the fact that since the traffic
with higher bandwidth takes the longer path, it naturally
that the overall delay will be higher in first scenario. In
second scenario, the higher priority traffics with higher
bandwidth take the shorter path. Thus, the overall delay
was optimized from 83.10ms to 77.25ms. One noticeable
development within the second scenario, where LSPs are
set up in a decreasing importance order is the significant
improvement on reduction of total packet loss in the
network. The total number of packet loss was decreased
from 2086 packets in first scenario to 1037 packets in
second scenario.
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TABLEIL
TRAFFIC PERFORMANCE METRICS WITH LSPS SETUP IN INCREASING
IMPORTANCE ORDER
%;‘fc EXPO | EXP1 | CBRO | CBRI | FTPO | FTPI
SO node node node node node node

S0 s1 S0 s1 S0 s1
Destaation node node node node node node

D1 D1 DO DO D1 DO

12 13
Path Setup . 25 Sq |23 1as |2
Bandwidih | 5oy 280 750 700 500 400
[Kbps]
PLR [%] 0 0 737 | 787 | 161 | 037
Average 4776 | 3533 | 8134 | 82.15 | 1485 | 155.1
Delay [ms]
s 001 | 74e4 | 002 | 004 | 756 | 12.03
Jitter [ms]

TABLE IIL
TRAFFIC PERFORMANCE METRICS WITH LSPS SETUP IN DECREASING
IMPORTANCE ORDER

%;‘fc EXPO | EXP1 | CBRO | CBRI | FTPO | FTPI
Source node node node node node node

S0 s1 S0 s1 S0 s1
Destination node node node node node node

D1 D1 DO DO D1 DO
Path Setup 17537 237157 14 |234|125|254
Bandwidth | o0 | g9 750 700 500 400
[Kbps]
PLR [%] 936 | 3.48 0 3.06 0 0
Ayerape 61.68 | 7939 | 39.83 | 7474 | 163.3 | 165.1
Delay [ms]
Average 003 | 001 | 894 | 002 | 861 | 968
Jitter [ms]

Fig.10 shows the throughput of generated control
packets at some network nodes. The control packets
exchange in ns2 implementation of distance vector (DV)
protocol is performed periodically at time intervals of 2s
or instantly in case of link failure detection. Therefore,
higher number of the control packets is generated due to
the distance vector change at time t=1s and t=20s. The
lower throughput of generated control packets at node
LSR3 can be seen from time t=12s to t=20s because the
link failure. Since the control packets are exchanged only
between neighbor’s nodes, higher throughput of these
packets can be noted in the nodes which are connected
with higher number of neighbor’s nodes (LSR2, LSR3,
and LSR4).

Throughput of generating cantrol packets (tPratoDV) at different nodes
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Figure 10. Throughput of generated control packets
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As service providers proceed along the path to
deploying their Next Generation Network (NGN)
networks and services, IP/MPLS is and will be a key
architectural component of voice, video and mobile data
services for these NGN networks. This paper discusses
the role of MPLS traffic engineering and QoS in [P NGN
networks. The theoretical concepts behind MPLS
DiffServ integration and MPLS traffic engineering have
been verified through various simulations and analysis.
Simulation study was divided into two parts.

The simulation part concerning the QoS over MPLS
was chosen to illustrate the improved performance
brought by DiffServ plus MPLS. The achievement of the
desirable QoS is testified through two different
mechanisms associating with MPLS: E — LSP and L -
LSP. Simulation results show that those two kinds of
mechanisms should be used in the different network
environment in order to reach the desirable performance.

The simulation part of MPLS traffic engineering fully
illustrates how to improve the utilization of link and
maintain the desirable performance of network whenever
an unacceptable event on either a link or a node occurs. It
is shown how MPLS with constraint-based routing
improves the performance metrics of all network traffics,
as well as how MPLS-based rerouting impacts the control
packets generation.

CONCLUSION
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